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Progress in the Development of a Numerical Tokamak
J. U. Brackbill

Los Alarms National IAboratmy

Lns Alanms, NM 87545

L The Numerical Tokamak
The development of highly concurrent computers is causing a revolution in numerical

modclin~. ChK can now mticipatc a ti.mc when constraints on computational power arc removed.
That antIc@ticm motivates the identification of gmnd challenge poblcms, tiosc problems whch
combine signka.ncc and generality, and benefit from enmnou s ComPutig powc’r.

Magnetk cordi.ncment fusion faces a grand challenge problem that wll stimulate the energy
and creativity of the entire community of computational physicists. That challenge is the
dcvclcqmmtt of a numrkal model fw a Tokama.k. The Jucccssfi.dmodelin of a Tokama.k would

blead to a bc~ understanding of the option of these machines. As John awson cmmcnts, “It
would give much grcqtcT ccmflclencc in the predicted machine perfcnmancc; it would provide the
capability to test out our new ideas and machine improvements without committing them to
hardware, and it would bc a powerful twl for machine builders. ” ,Since success with the
Tokamak isdwpi@al~fcwma

Y
tic fusion in rhc forsccable future, Ieal contributions from

numerical rmxkling would be invalua le.
The challenge in @cling Tokarna.ks iies in the variety of physical Procesws that occur, and

the curnpkity of their int~tion. There is at the cmc of a Tokamak a hot, collisiordess plasma
confined b magnetic fields, and sustained by micr~wave and neutral beam heating. There is at

{the wall o ● Toka.mak a cold, cdlisionless plasma where atomic physics and sufiace physics
determine W impurity levels and overall energy confinement. Both of these regions of the
Toka.mak

E
nt problems who~ wlution is a major challcngc. The complexity of a calculation

that ueats I’C@OIM Simdtamou$]y must be &iiresscd horn the aItWL tifrwarc tools mus[ bc
devclopd that allow scientists with many interests COwork t ether, so that for example, onc can

7ask how a neumal beam injector modifies the radia plasma profile, and thus th
rrwgnetohydrodymmic stability; how large excursions from the reactor opcmting point affwt (he
Iifctimc of the fws[ wall, or how to match the propcrnec of the magnet power supply to the
inductance c# k plasm

Them is ~rncnt m certain essential components of Tokamak physics, The modeling of
Tokamaks requires the means to qres.cmt complex geormrncs, long-range intemction of charged
panicles through elccrnc and ma netic fields, non-equilibrium plasma phenomcn~ and the
nonlinear intencticm of many f

T
ex and dissimilar pc.csscs. It is clear that no me rncthd can

crtcoqa.ss all of the physics ofs oH. Howe~er, becauw of the range of pla.sms cmditions
encountered in I toka.ma.k, there is reason 10 believe th t plasma simulation using the full kinetic
equations has h

f-

?cst chance of achieving this goal .
PlasmA sirnu ation uses article methods to rtmdel the dynamics of a plasma in a magnetic

Jfield. From u com utatim point of view,
t’

article methods are challenging candidates for
computing cm hi h y concurrent computers,

L
?L ir successful implemcn~tion rqui.rcs tack!ing

problems m Icxl arcing and C4xtununicatialWbc K4utioll will drive k dcvc
7

nt of ncw
softwae and hardware tads and point the way fw i wick variety of cunputation.al gaithms and
applications. Lneddition, particle rtmltods have found very wide a liaticm, including Nrbulcnce
malelin$, trwer transpcm in global climate mxlcling, biological E Ws, and space plmuls, all of
which ‘Al lx~fit from the ckveloprtwn[ of a numrica.1 Tohma.k.

11. Plasma Slmulatlon On Magnetohydrwlynamlc Time !kalea
To understand the kinetic processes that determine ener~.: confinement and impurity

production in magnetic confinement expcrimnts, a~ must solve the plasma kinetic equa[ions on
the time des of magnetic fusion cxpcrimcnts, This is a major challenge, both in size of [hc
Ca-nputaticma.l

r
blem and its com Iexity. One not only must irxmxsc the capabilities of plasma

simulaticm by cveloping rrmlhods L I can bc used on the highly parallel computers of the fu[urc,
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but also must incqmrate the best of the methods that arc currently available. For example, the
implicit mcthal tha~ is described below extended the range of plasma simulation a hund.rcdfold.
The capabiliw to model kinetic effects in ducz dimensions on magnemhydrodyntic time scales
in rcalisbc gcOrrEtries is k uldrnatc goal.

In a numaka.1 calculation, the equations of modon for a plasma in a static magnetic field
inch.de ~ ~uari~ to c/?dctd~c the @cle ~iti~, xD. fim tie ptic]e “laiy, up

s

X;=x; +u :2Ld, “2=; [ up(t)+ up(t+At) ] ,x: = X#, x; = xP(l+At) , Up (1)

a mcm-wntumcquaaon to calculate the particle vclociry in h electric, E, and magnetic, B, fields,

~,

[

112
112

up -u:+ 1;d+u~x B,:’! (2)
c

(where q~ms is the charge to mass ratio, & c is the speed of light), and Poisson’s equation to

Calcuhtc LhcIcmg-tangc i.nre!acticmUrKmg Chcparticles through art electric field

V@E*_4xne. (3)

where At is t.hc dmc step and ne and @ arc the charge density and elccrnc field at (t+ flAt).
The particles arc Iabclcd by the subscript ,

E
and the spccics (e.g. ions and electrons) by the

subscript s. The charge density is calculatd y interpolating the @cle charge to the grid with a
panicle shape, S.

no- ZZJ d3x’S(x -x’; h)q#i(x’-x; )/h3. (4)
8 P

Xpe, for example, is @ven by, Xp=(l -6) Xp(t)+e xp([+At). Evaluating (4) from the partick

data, solving (3), then solving (1) md (2) advanccs the solution from t to t+ At.

When 94, the di.ffcmncc equations (14) arc explicit and t-betime step is Iimitcd by a linear

stability condition which depends on tie plasma frequency, op. When (I)PAt<2, the difference

equations arc stable. When ~At>2, k equatio~s are unstable. Since ~ usually is much higher
[ban tie frequency of intcmst, one pays a very high price to mode; Iow-h-quency phenomena
because the time step is so mall.

Implicit difference equations eliminate the stability constraint. When l/2~< 1, Eqs. ( I -4)

arc i~?licit and thr equations arc stable even with very large At . However, one C@MCM SOIVC @s.

( 1-4) with (1>1,~. Instead, m must derive fluid-like quations by expanding the charge density

about XPO in powers of 6=k<tix2>1fl, where k is a chsu-actcristic wave numb, nnd 45X2Z is

the mean sqmrc particle displaccrncm in J tirm step. The expansion introduces higher order

moments of the panicles, iitcludjng tie cw-rent density, J, and the pressure, n, but the sequence

of moments CM IM truncated by neglecung terms of a62). From the morncnt cquatkms one can

evalume no in terms o“ known cy.mntiticsand dcnve an equation for the ClCJCrnLfield to rcp!ace
Eq (3),

VoE.E-4%n’ (5)

where n’ is cakulstcd from LIICpartick dam TIM cliebctric umor, E, has the fcrm,

Various terms arc defined in Vu and Brackbillg! tnd implicit plum simulation is reviewed In
Brackbill Md Wn~, AU of the interndkte variables am easily ca.lcukd.

The dielectric Icnsor contains infcnmaticm to hcipate the rcspcmsc of the plasma to the
electric field, so t,ha[ while the righl side contain~ infcmnation at : rnc t, the chxtric field can Ix
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calculated at k t+ALWhen the field quation, Eq. (5), is replaced by a finite difference
approximatio:l to model an inhomogcncous and magnetized plasma, one must invefi a
non-symmetric matrix with varia le cocffmients. We use an incomplete Cholesky decomposition

tM conjugate gradient iteration to solve tie field equation in CELESTE,The best solver for a
highly concurrent computer is a research question.

III. Plasma Simulation in Real Geometries
To do plasma simulation in real gemnctries requires many changes in the basic rne,hod5. In

CELESTE, z de develofd at bs Mums, the article quations of motion are solved on a
rstructured grid of arbitrarily shapi, six-sided ccl s. For example, a Imdy-fittd grid tmay be

used o model the geometry of magnetic confhcrnent experiments by causing the computational
domain towmfmn the structure and shapcof the botmdmy as shown m Fig. 1, where a mesh

!?for a torus is shown .

Fig 1.4 JWtiCk

tk computation
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natural coordinates. The natu.ml coordinates ({,q,v), give the location on the grid, and are
calculated by mappin each of CELESTE’s six-sided cells in physical space on to a uni[ cube in

[natural space. At cac V-X, the natural cdinatcs ●.surm integer valueg, (i “~), which am
Jconstant u the rtwsh rmmw-s.Elsewhete, the nwpping between physical and nab cocndlnatcs is

@ven by ttiliru.ar interpolation
The grid may be coc@etely redefined from one cycle to the ne~t, except that the new gnd

also must tmp on to a logical cube, In CELESTE, the number of grid points is fixed, bul the gnd
points rn.ay lx rrmvcd about as needed This allows one to use an daptivc @d.

Adaptive grids have been applied extensively in modeling singular phcnomcn~ in two
dimensions, A partial Iis[ of applications includes magnetic reconnection, shocks, and
hydrodynamically unstable interfwxs. The use of dptivc grids h~s resultd in more accurate
numerical solutions d-m would have been possible with uniform grids, The ada ‘VC gnd is

f
Nencramd by solving a variational problem, in which one minimizes a function . A sirnplc

unctiortal is,

1, m
f M dxdydzw {V~l~, ({ ’,(2, W=(OLV) (7)
i-l

with w=], minimizing 1s gives a bajy-fitted grid like the one shown in Fig, 1, When w is

not constant, the grid points me closer together where w is larger, tid further apsm where w is
smaller. If w is an ●ppropriate functi~ of [he d.a~, the grid will adapt to provide incrcnscd



rcsolmion whet-c it is needed by moving grid points, For example, if w is proportional to the
current density in a calculation of flow in a time-dcpc dct:t magnetic field, k grid will cluster to
resolve

T

fjpiients in the magnetic field intensity .
Body- lttcd grids for fluid and magnctohydmdynarnic flows have been used for many

years9. &ir UX- for particle simulation-s is a new developmcntl O~ 1], and new fikthods for
moving particles duo’. gh the grid have been developed. In a recent method developed by Mike
Jones at Las_ the panicle a-bit is calculated cm the body-fitted @d using an algorithm hat
can be implemented easily on a concunnt prmesscw, The orbit is calculated in natural
ctiams, which arc generated by mapping each cell in the mesh to a unit cube. The natural
cxmrdinwes lcmt.c the partick within the mesh

‘Y$’PP
tc the cxpcnsivc local calculmions tiat

are @hcrwisc necessary on a non-rectilinear gnd s .T’he physical coordinates of a particle are
advanced by solving Eq. (l). The nat~al ccmrdinatcs of a particle arc calculated using the
invariant ad C4mcravtianl IIEsh VCam% .

?hC U3Wliant and Cmtrav&riant VCZtO13 m ddkd by,

.,. x,
a<

(8)

(9)

WM (1, j, k) = (I, 2, 3) in cyclic permutation and the Jacobian, J, is defin~ by,
1

J =(~(9,, ))
T

=a, .(ajxak), (lo)
Thenaturalmdi.rtamofa panicle arc advanced from the equation,

& dxo,i

dl ‘x
(11)

The covmlant mesh vectors arc computed on the grid and interpolated to d-it pa.rticlcs as needed.

IV. Some Early Results
A computational stud of edge effects in magncaza! plasmas has yif ldcd the discovery of

high
%

iucncy sheath osci acicm with implic “
Y

s for future experiments] 4.
In LEST1 D, a oncdirncnsional cade , the f~ll elccuomagnctic interactions are solved

directly with arbitrarily !arge time steps, With small time steps, the accuracy of an implici~
ca.lculaticxt is m gmd as an explicit calculation using the standard kapffog differcncing in time.
With large time steps, the muntcy and stabiliry of the implicit method am much better than the
explicit tlwdlod,

In two &men “ens, transport driven by the ion tcmpcraturc grad.icnt instability is ca.lcula
Y 1?with CELESTE 1 . Sintilarly to Lee, a 16x16 ccl] mesh with 64 particles per CCII was used .

The plasma is magnccized with a strong field pmpcndicula.r to the plane of the calculation, and a
small component in the verncal, or periodic direction. Temperature and dcnslty gradients arc

maintained in tic tixmL4 direction, Tlx time step is cope At=25CKl, 1250 times the explicit

stability limit, ad f2ciAt=l .36. The calculation is continued fm 8CKl[lrnc steps, or 173 ion

-d. ~ thCCNY@iCM instability when LIWmtio, ~i, of the ion tempcmu.rc to the ion
density gradient length Kales is greater than one. In Fig. 2, a ~lected ion orbit is plotd with

~i@.S, which is suble, Esch point corresponds to the position of tie ion on a time step. The ion

drifts akmg the magnetic field direction, wi~ Iitdc motion in the horizmtal direction, (When ~hc
ion l~ves the top tmundary, it returns dutwgh the tiom, )

When ~1 is increased to 2, the same particle executes the chit shown in Fig. 3. Because of

tlw electrostatic field caud by he ion-tcmpcramrc grad.icnt inrn~bili~, them is now Intend motion
by the ions, lilis nmticm ids to incrcmd hc~t transfer from tie hot boundary on the right 10 the
cold boundary on the Icf[. The heat transfer is txtwan 5 and 10 times that cnlcula[cd frum



classical t.hcmy.

Figure 2. An ion orbit for an stile plama is plokd.
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Figure 3. An ion orbif in an umtabk piarma is plomd.
In Fig. 1, a particle orbit in a ~atic magdc field with windin number 1 is shown. The

orbit is ca.lculatul on tie toroidal grid whose outer surface is shown. %%e tempcmturc is high to
make the gy-mmcdon visible.
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